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ABSTRACT

Warm sea surface temperature biases (SST) in the tropical Atlantic form a

longstanding problem in coupled general circulation models (CGCMs). Con-

siderable efforts to understand the origins of these biases and alleviate them

have been undertaken, but state-of-the-art CGCMs still suffer from biases very

similar to those of the generation of models before. In this study, we use a

powerful combination of in-situ moored buoy observations and a new coupled

ocean-atmosphere single column model (SCM) with identical parameteriza-

tion as a three dimensional CGCM to investigate the SST bias. We place the

SCM at the location of a PIRATA mooring in the southeastern tropical At-

lantic, where large SST biases occur in CGCMs. The SCM version of the

state-of-the-art coupled GCM EC-Earth performs well for the first five days

of the simulation. Then, it develops an SST bias very similar to that of its

three dimensional counterpart. Through a series of sensitivity experiments

we demonstrate that the SST bias can be reduced by 70 %. We achieve this

result by enhancing the turbulent vertical ocean mixing efficiency in the ocean

parameterization scheme. The under-representation of vertical mixing in three

dimensional CGCMs is a candidate for causing the warm SST bias. We fur-

ther show that surface shortwave radiation does not cause the SST bias at the

location of the PIRATA mooring. Rather, a warm atmospheric near-surface

temperature bias and a wet moisture bias contribute to it. Strongly nudging

the atmosphere to profiles from reanalysis data reduces the SST bias by 40 %.
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1. Introduction33

Tropical Atlantic sea surface temperatures (SST) display large variability on inter-annual34

timescales, and a strong seasonal cycle. State of the art coupled general circulation models35

(CGCMs) struggle to capture the cooling in the southeastern tropical Atlantic, as a result of36

which they suffer from large warm SST biases in that region (Richter and Xie 2008; Richter et al.37

2012; Wang et al. 2014). These biases hamper efforts to reliably predict societal relevant climate38

events (Stockdale et al. 2006), such as the West African Monsoon and the Atlantic Niño.39

In boreal summer, the southeastern tropical Atlantic cools strongly and rapidly. Simultaneously,40

a cold tongue forms on the equatorial eastern Atlantic, extending as far as 20oW (Fig. 1a, visible in41

June, July, and August). In boreal fall, the cold tongue recedes and the cold waters in the southeast42

warm gradually.43

On the southeastern edge of the cold tongue (6oS, 8oE), located in the region of strong an-44

nual cooling (Fig. 1b), the Prediction and Research Moored Array in the Tropical Atlantic (PI-45

RATA (Servain et al. 1998; Bourlès et al. 2008)) offers observational data to fill the gap of our46

knowledge of the ocean and air-sea interaction processes in this region. At the location of this47

buoy, SST cool by several degrees during boreal summer (Fig. 1b). The cooling in three dimen-48

sional CGCMs is much weaker, as indicated at the example of EC-Earth, also in Fig. 1b. The49

insufficient cooling leads to the large typical positive SST biases in the region. The largest SST50

biases occur very close to the coast around the Angola Benguela Frontal Zone (Xu et al. 2014a),51

where biases can be as large as 8◦C (Koseki et al. 2018). Harlass et al. (2015) and Milinski et al.52

(2016) have recently shown the importance of atmospheric resolution for reducing these coastal53

biases, and Small et al. (2014) stressed the importance of an additional high resolution ocean54

component. Smaller, but sizeable biases are found at the location of the buoy (Toniazzo and Wool-55
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nough 2014; Voldoire et al. 2019). During the first five months of the year, the three dimensional56

model accurately captures the SST in the southeastern tropical Atlantic. With the onset of the57

strong cooling the bias develops, it is first sizeable in June. This makes June the ideal month to58

study the bias, as it is the month in which it establishes.59

Recently, the seasonal heat budget at this site has been analysed by (Scannell and McPhaden60

2018) for the five years in which daily data record is available. The authors find that in boreal61

summer horizontal advection contributes in a minor role to the heat budget, and that rather re-62

duced shortwave forcing and vertical turbulent entrainment into the upper ocean mixed layer are63

the main causes for the SST cooling. The latter process occurs at scales too small to be explicitly64

captured in the ocean component of three dimensional models, and has to be added via parameter-65

ization. The specifics of the parameterization determine the strength of the mixing included in the66

model. The underrepresentation of this vital process is a strong candidate for producing the warm67

bias (Hazeleger and Haarsma 2005; Exarchou et al. 2017; Planton et al. 2018).68

Other origins of the warm bias have been suggested to arise in the atmosphere, for example,69

from excessive shortwave radiation (Huang et al. 2007; Hu et al. 2008), or insufficient wind forc-70

ing (Richter et al. 2012; Voldoire et al. 2014; Koseki et al. 2018), or from an atmospheric moisture71

bias (Hourdin et al. 2015). A recent multi-model study highlights the role of wind stress forcing72

in the bias development (Voldoire et al. 2019), but also shows that it cannot explain the entire bias73

and sometimes even has limited effect (as is the case for EC-Earth, which we use here). Other74

studies have highlighted the contribution of the ocean model (Xu et al. 2014b), its horizontal and75

vertical resolution (Seo et al. 2006; Doi et al. 2012; Small et al. 2014), advection (Goubanova et al.76

2019) and turbulent processes (Hazeleger and Haarsma 2005; Exarchou et al. 2017; Planton et al.77

2018) to the bias formation. The question of the southeastern tropical Atlantic warm bias is not78

yet resolved and more analysis is clearly necessary to trace its origins.79
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In this study, we use an ocean-atmosphere coupled single column version of the coupled GCM80

EC-Earth (Hazeleger et al. 2010) to investigate the bias formation in the southeastern tropical81

Atlantic, at the location of the 6oS, 8oE PIRATA mooring. With the single column model (SCM)82

we can investigate processes active on very short time scales. This is impractical, if not impossible,83

with the three dimensional model. With the coupled SCM, as opposed to the standalone version84

of the atmosphere and the ocean, we can investigate coupled air-sea processes, and the effect of85

the model bias in one component on the other component. In this work we first test the impact of86

the atmosphere on the ocean, and then focus on ocean parameterization.87

The short runtime of the SCM allows us to perform a range of sensitivity experiments and ex-88

plore the parameter space that determines the short timescale processes of our interest. By choos-89

ing a location for which in-situ data are available, we are able to closely compare and evaluate the90

model performance. Additionally, we can employ observed data to force the model.91

The paper is structured as follows. We describe the model in Section 2. In Section 3 we describe92

the data used in this study, and the set up of the SCM experiments. Within Section 4, we evaluate93

the SCM performance (a), before moving on to atmospheric sensitivity experiments (b) and ocean94

experiments (c). The results are summarised and discussed in Section 5.95

2. Model description96

We use a novel coupled ocean-atmosphere SCM Hartung et al. (2018) derived from the three97

dimensional host model EC-Earth (after Hazeleger et al. (2010, 2012)). Optimal settings for SCM98

experiments are explored in (Hartung et al. 2018), where the model is initially described. Here,99

we briefly repeat the description of the model setup.100

The SCM consists of the NEMO ocean model version 3.6 (Madec et al. 2011), which includes101

the sea ice model LIM3 (Vancoppenolle et al. 2008), and the Open Integrated Forecasting System102
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cycle 40r1 (https://confluence.ecmwf.int/display/OIFS/About+OpenIFS) for the atmo-103

sphere, with the land surface model H-Tessel (Balsamo et al. 2009). Coupling between the ocean104

and atmosphere is handled by OASIS3-MCT (Valcke 2013), similar to the way the components105

couple in three dimensional EC-Earth.106

OpenIFS solves the one dimensional primitive equations for momentum (Eqs. 1 and 2), thermo-107

dynamics (Eq. 3), and moisture (Eq. 4) for the atmosphere:108

∂u
∂ t

=−η̇
∂u
∂η

+Fu + f (v− vg)+Pu +
ur−u

τa
(1)

∂v
∂ t

=−η̇
∂v
∂η

+Fv− f (u−ug)+Pv +
vr− v

τa
(2)

∂T
∂ t

=−η̇
∂T
∂η

+FT +
RT ω

cp p
+PT +

Tr−T
τa

(3)

∂q
∂ t

=−η̇
∂q
∂η

+Fq +Pq +
qr−q

τa
(4)

The vertical coordinate η merges orography with pressure coordinates in the free atmosphere. η̇109

is the vertical velocity in this coordinate, and ω the vertical velocity in pressure coordinates. u110

and v are the horizontal velocity components, with their geostrophic contributions ug and vg. f is111

the Coriolis parameter, R the universal gas constant and cp the heat capacity (both for moist air).112

p is pressure. The terms Fi are horizontal advection of momentum, temperature and moisture,113

and Pi are parameterizations of sub-grid scale processes. The parametrised processes include114

radiative transfer, convection, and clouds, with its own prognostic equations for cloud liquid and115

ice, rain and snow water content and cloud cover. These parameterizations have been the subject116

of intensive research, and are not the focus of this study. Profiles can be nudged to reference states117

for ur, vr, Tr, and qr with a timescale τa.118
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The surface energy budget is119

(1−αi)(1− fRs,i)Rs +RT − εσT 4
sk,i +SHi +LHi

= QT = Λsk,i
(
Tsk,i−T1

)
.

(5)

The subscript i indicates that the surface grid box is subdivided into tiles, and hence a single120

gridbox can consist of partly ocean and partly sea ice (or land surface). The shortwave radiation121

at the surface Rs is absorbed with fraction fRs,i and reflected with albedo αi. RT is downward122

longwave radiation, ε the surface emissivity, and σ the Stefan-Boltzmann constant. QT is the total123

surface heat flux, and Tsk,i and Λsk,i are tiled skin layer temperature and conductivity, respectively.124

T1 is the upper ocean (or sea ice) layer temperature. In our case there are ocean tiles only.125

The one dimensional ocean model is based on the hydrostatic equation, temperature (T ) and salt126

(S) conservation (Eqs. 8 and 9), the momentum equations (Eqs. 6 and 7), and the equation of state127

ρ = ρ (T,S, p) (polyEOS80-bsq function in Fofonoff and Millard Jr (1983)).128

∂u
∂ t

=− ∂

∂ z
Avm

∂u
∂ z

+ f v (6)

∂v
∂ t

=− ∂

∂ z
Avm

∂v
∂ z
− f u (7)

∂T
∂ t

=− ∂

∂ z
Avt

∂T
∂ z

+
1

ρocp

∂ I(Fsol,z)
∂ z

+QT (8)

∂S
∂ t

=− ∂

∂ z
Avt

∂S
∂ z

+E−P (9)

f is the Coriolis parameter as above, ρo is the ocean reference density 1035 kg
m3 , u and v are129

the horizontal momentum components. The first terms on the right hand side of Equations 6–9130

describe the effect of turbulent mixing on the ocean column. Avm and Avt are the vertical turbulent131

viscosity and diffusivity coefficients, respectively. The coefficients have to be determined via132

a turbulence closure paramterisation scheme, which is described below. In the one dimensional133

model, vertical turbulent mixing is the only parametrised process. I(Fsol,z) is the penetrative part of134

the surface solar radiation, and E−P is the fresh water flux at the ocean surface due to evaporation135
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and precipitation. Nudging to reference profiles is, at the moment, not implemented in the model.136

Scannell and McPhaden (2018) find horizontal advection to play only a very minor role in the137

heat budget, which justifies the use of the 1D model without applying large scale forcing at this138

location.139

At the coupling interface between the atmosphere and the ocean, the ocean receives wind stress,140

turbulent, and radiative surface fluxes (split into solar and non-solar), and the fresh water budget141

from the atmosphere. This impacts the boundary conditions of the ocean according to the follow-142

ing equations, where z is the depth of the column, and τu and τv are the horizontal wind stress143

components.144

Avm
∂u
∂ z

=
τu

ρ0
(10)

Avm
∂v
∂ z

=
τv

ρ0
(11)

Avt
∂T
∂ z

=
Qt

ρ0cp
(12)

Avt
∂S
∂ z

=
(E−P)S0

ρ0
(13)

The setup of the SCM and the processes relavant to this study are schematically shown in Fig. 2.145

a. Turbulent Vertical Mixing in the Ocean146

As mentioned above, the sub-grid scale paramterisation in the SCM consists solely of turbulent147

vertical mixing. It is based on a turbulent kinetic energy (TKE) closure scheme (Blanke and148

Delecluse 1993; Gaspar et al. 1990; Madec et al. 2011), which solves for the turbulent coefficients149

Avt and Avm with the prognostic TKE equation:150

∂ ē
∂ t

=
CWI · |τ|

ρ0
+

wLC
3

HLC
+Avm

[(
∂u
∂ z

)2

+

(
∂v
∂ z

)2
]
−Avt ·N2

+
∂

∂ z

[
Avm

∂ ē
∂ z

]
−Cε

ē
3
2

ldiss
+CWF · ē · exp−z

(14)
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The change of available TKE ē in time is the sum of the following contributions to the TKE bud-151

get, in the order of appearance on the right hand side: production by wind input at the surface,152

Langmuir cell contributions, production by shear, destruction by stratification, vertical diffusion,153

Kolmogorov dissipation, and internal and surface wave breaking. In Equation 14, CWI is a param-154

eter for the wind input, |τ| is the wind stress, ωLC is the Langmuir circulation velocity, and HLC155

the depth of the Langmuir cell. The Langmuir circulation strength is calculated according to156

wLC =CLC ·us · sin(
πz

HLC
), (15)

with us = 0.377 ·
√
|τ|, HLC is dependent on the column stability given by N2, and CLC is a coeffi-157

cient influencing the circulation strength.158

Furthermore, N2 is the Brunt-Väisälä frequency, Cε and ldiss are the dissipation coefficient and159

length scale. The latter is calculated according to160

ldiss =

√
2ē
N2 , (16)

and is furthermore bound by phyical considerations (e.g., the length close to the surface cannot161

be larger than the distance to the surface). CWF is the wave breaking coefficient indicating the162

fraction of energy that penetrates below the mixed layer.163

The turbulent coefficients Avm and Avt , vertical eddy viscosity and diffusivity, are calculated164

according to Eqs. 17 and 18:165

Avm =Cdi f f · lmix ·
√

ē (17)

Avt = Avm/Prt (18)

Here, Cdi f f is a coefficient for which the numerical value has to be derived from observations, it is166

related to the vertical eddy mixing efficiency (Gaspar et al. 1990). lmix is the mixing length across167

which the turbulence can act, equal to ldiss. The Prandtl Number Prt in Eq. 18 is dependent on the168
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Richardson Number Ri = N2

( ∂U
∂ z )

2 , but in fact is equal to 1 in all cases considered. Hence, Avm and169

Avt have the same value.170

Of the coefficients denoted by Ci, some are more certain than others. Cε , for example, is gener-171

ally agreed to take on the value 0.7 (Gaspar et al. 1990). Similarly, CWI (wind input coefficient)172

and CWF (wave fraction penetration below the mixed layer) are chosen to represent the average173

impact of medium aged waves. The Langmuir Coefficient, on the other hand, is set to 0.15 as a174

default, but can assume values up to 0.45 (Axell 2002). Cdi f f can be estimated according to:175

Cdi f f =
1
2
· γ ·Pdl ∗Cε , (19)

where Cε = 0.7 and Pdl = 1. For the ocean vertical mixing efficieny γ , observational estimates ex-176

ist. From these measurements it results that Cdi f f can assume values between 0.035 and 0.28 (Gas-177

par et al. 1990). Osborn (1980) estimates Cdi f f = 0.07, Oakey (1982) finds Cdi f f between 0.04178

and 0.13, Moum et al. (1989) suggest a value between Cdi f f = 0.04 and 0.17, Lilly et al. (1974)179

find γ = 0.33, and therefore Cdi f f = 0.1, and Weinstock (1978) suggests Cdi f f = 0.28. The default180

value in NEMO, Cdi f f = 0.1, is on the lower end of the possible values for Cdi f f . Considering the181

large observational uncertainty, we propose experiments investigating the climate system sensitiv-182

ity this parameter.183

3. Experimental Setup184

The SST bias in CGCMs typically peaks in boreal summer, coinciding with the period of rapid185

observed cooling. We first examine whether the SCM displays similar behaviour, focusing on June,186

when the observed cooling is strongest and the bias begins to develop. We perform an ensemble187

of five simulations for the years in which there are high temporal resolution buoy observations188

available (2014-2018).189

10

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0608.1.



To account for large scale circulation impacts, the SCM is forced with horizontal wind, tempera-190

ture and moisture advection. This forcing is extracted from 3-hourly ERA-Interim data (Dee et al.191

2011) from the grid point closest to the buoy. The grid point is approximately 50 km away (5.96oS,192

8.44oE). We assume that the large scale circulation in the region is spatially homogeneous enough193

to justify using the data of this gridpoint for forcing the experiments, rather than averaging over a194

box around the buoy. Additionally, the vertical profiles of wind, temperature and moisture above195

3 km are nudged to ERA-Interim profiles with a relaxation timescale τa = 6 hours. This ensures196

realistic evolution of the atmosphere, while leaving sufficient freedom in the marine boundary197

layer. ERA-Interim data is also used to validate the atmosphere column simulation. Additionally,198

we use high temporal resolution shortwave radiation data from the buoy.199

For the ocean initialisation we use daily vertical temperature and salinity profiles from the PI-200

RATA buoy (Servain et al. 1998; Rouault et al. 2009). Temperature data is available down to201

500 m, and salinity down to 120 m. Below these depths, we extend the profiles with monthly202

mean profiles from the ECMWF ocean reanalysis system ORAS4 (Balmaseda et al. 2013). These203

are adjusted to match the bottom temperature and salinity of the buoy data. From there the ocean204

evolves freely throughout the simulation, without nudging to reference profiles. Chlorophyll data205

from Sea-viewing Wide Field-of-view Sensor Ocean Color Data from the NASA Goddard Space206

Flight Center is used to take into account heating by solar penetration (Center and Laboratory207

2014).208

a. Sensitivity Experiments209

The sensitivity experiments performed for this study are listed in Table 1. Only settings that210

deviate from the control experiment are specified in the table.211
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First, we test the impact of atmospheric biases on SSTs. We perform a simulation in which we212

replace the shortwave radiation the ocean receives with observed shortwave radiation from buoy213

data (experiment ”Shortwave”).214

Furthermore, to test the contribution of other surface fluxes we perform an experiment in which215

we nudge the horizontal wind components, as well as the temperature and moisture profiles from216

ERA-Interim down to the surface with a relaxation timescale that is equal to the model timestep217

(15 min, ”UVTQ ERA”). In two separate experiments we nudge only the horizontal wind compo-218

nents to ERA-Interim profiles, and T and Q to control profiles, and vice versa (experiments “U,V219

ERA” and “T,Q ERA”).220

Secondly, we perform sensitivity experiments in which we test the intrinsic ocean contribution to221

the SST bias. In the absence of advection, we focus on the parameterization of vertical turbulent222

mixing. Two coefficients in this scheme lend themselves for sensitivity experiments: CLC and223

Cdi f f . Both parameters are highly uncertain, due to differing measurement results by which they224

are constrained. As mentioned above, CLC is set to 0.15 as a default, but can physically be as large225

as 0.45 (Axell 2002). In ”CLC sweep” we perform a suite of sensitivity experiments in which we226

vary this parameter.227

In the sensitivity experiment suite ”Cdi f f sweep” we test the impact of Cdi f f by performing a228

sweep of SCM integrations in which we vary its value in the physical plausible possible range229

between 0.035 and 0.28 (see Section a).230

Lastly, we test the influence of ocean stratification on the calculation of the vertical turbulent co-231

efficients. Stratification enters the computation of the turbulent coefficients via the Brunt-Väisälä232

Frequency N2, the frequency at which a displaced mass element oscillates around its location in a233

static case. N2 is used to calculate the mixing length lmix, the distance across which the turbulent234
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mixing can act (equal to the dissipation length scale ldiss, Eq. 16).235

lmix = ldiss =

√
2ē
N
. (20)

Via the mixing length, N enters into the calculation of the vertical eddy coefficients (Eq. 17). In236

the sensitivity experiment “N2
PIR”, we test the impact of (erroneous) model stratification on the237

SST bias. Instead of allowing the model to calculate N2 from its own active tracer profiles, we238

replace them with high temporal resolution profiles from observations. The replacement happens239

at the point where N2 is calculated exclusively, and is not equivalent to ocean nudging.240

4. Results241

a. Temperature bias in the Single Column Model242

During the first four days of the simulation, the SCM ensemble follows the observed cooling243

very well (Fig. 3a). In that time, SST cool by almost a degree in both the observations and the244

model. However, the daily cycle is considerably stronger in the model than in the observations.245

Both the daily maximum and minimum SST are over-/underestimated by the model.246

After the initial phase, observed SST continue to decrease strongly, in total by almost three247

degrees at the end of the month. The model cools by less than two degrees. In a gradual build-248

up, the SST bias grows to 1.1 oC at the end of the simulation. This bias is smaller than that249

of most state-of-the-art coupled GCMs, but it is only slightly smaller than the bias in the three250

dimensional version of EC-Earth (Exarchou et al. 2017; Voldoire et al. 2019, and Fig. 1b). The251

SST bias in this region in initialised EC-Earth simulations grows to approximately one degree252

during June (Deppenmeier et al. under review at Climate Dynamics).253

For the sensitivity experiments in this paper, we choose a year that represents the ensemble av-254

erage well. In 2014, model SSTs follow observed SSTs closely during the first five days (Fig. 3b).255
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Daily maximum temperatures are overestimated, much like in the ensemble average. From day six256

onwards, the SCM cannot reproduce the observed cooling. A warm SST bias builds up gradually,257

and reaches two degrees at the end of the month.258

In the control simulation the SCM displays a root mean square error (RMSE) in atmospheric259

temperature of 0.81oC and moisture excess of 9.2·10−4 kg/kg in the lowest kilometer of the atmo-260

sphere (see comparison SCM and ERA-Interim, Fig. 4, upper panels). The qualitative evolution of261

both moisture and temperature is well captured by the model. The air cools and dries throughout262

June. However, the SCM the column is too warm and too moist. The wet bias is already present263

at the very beginning of the simulation, when SST are still very close to the ones observed. This264

indicates that it arises in the atmosphere. It is indeed also present in an atmosphere only (AMIP-265

type) simulation (not shown). The 10m temperature warm bias grows with time, but the wet bias266

is largest in the beginning and remains relatively stable thereafter. Near-surface temperatures in267

an AMIP type simulation are cooler than in the coupled simulation, especially after 5-10 days of268

runtime (not shown).269

Below the ocean surface, temperatures in the first 10 meters decrease steadily throughout the270

month in the buoy measurements (Fig. 4, bottom panel left hand side). At depth between 10 and271

30 m, the measurments show very short time scale variability, leading to rapid and short-lived272

deepening and shallowing of the thermocline. Near-surface ocean temperatures in the SCM also273

decrease, but less so than in observations. In the model, the thermocline deepens monotonically274

and diffuses throughout the month (Fig. 4, bottom panel right hand side). This trend is not visible275

in the observational data. Similar to what we have observed for the daily cycle of SST, upper276

ocean temperature in the SCM displays a stronger diurnal cycle than the buoy data. In the model,277

a shallow warm near-surface layer of up to 10 m depth develops every day.278
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The control simulation surface fluxes show of a relatively constant shortwave radiation input,279

and similarly constant radiative and turbulent cooling (Fig 5). In total, the SCM surface fluxes280

warm the ocean. The observed cooling therefore must be a result of cooling from below, which in281

the absence of advection must be caused by vertical turbulent entrainment of cold water into the282

warm surface layer.283

To summarise, the SCM performs very well during the first days of the simulation. Thereafter,284

it rapidly develops a SST bias very similar to that of its three dimensional counterpart. Atmo-285

spheric moisture is overestimated from the beginning of the simulation, and surface atmospheric286

temperatures increase simultaneously with the SST bias.287

In the following, we investigate different reasons for the model biases and possibilities to allevi-288

ate them. First, we focus on impacts arising in the atmosphere in section b, and then on the ocean289

model itself in section c.290

b. Surface forcing291

A possible explanation for the warm SST bias could be excess shortwave radiation, which ar-292

tificially heats the sea surface. This has been suggested for the eastern boundary region in the293

Pacific (Ma et al. 1996), and might be true also for the Atlantic (Huang et al. 2007; Hu et al. 2011;294

Zuidema et al. 2016). We investigate this possibility with two approaches. First, we compare295

the surface shortwave radiation from the SCM to the buoy measurements, to establish whether a296

positive shortwave radiation bias is present.297

At first glance, the surface shortwave radiation time series of the SCM seems to suffer from a298

shortage of radiation rather than a surplus on most days in the simulation (Fig. 6). However, the299

two data sets cannot readily be compared, because of their differing time resolution. Model data300

is available on 15 minute intervals, while buoy data is provided at 2 minute intervals. To eliminate301
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the apparent differences arising from differences in temporal resolution, and therefore differences302

in the representation of intermittency, we compute daily integrals of shortwave radiation (Fig. 7).303

The integrated daily amount of surface short wave radiation in the SCM is very similar to the304

one observed. The difference between the total energy input during the length of the simulation305

depends only slightly on whether the original 2-minute data from PIRATA is used or whether306

PIRATA data is interpolated to the 15 minute resolution of the SCM. In the latter case, energy307

input between the model and the observations only differs by 0.05 %. In the former case the308

energy difference amounts to 0.5 % excess in the SCM as compared to PIRATA, 2382 kJ over the309

entire month. This difference is due to the high intermittency of observed surface radiation, which310

cannot be matched by the SCM output frequency. However, the excess shortwave radiation cannot311

account for the SST bias. An estimate of the SST tendency term due to heating ∂T
∂ t = Q

h·ρw·cp
, with312

an assumed sea water density ρw of 1020 kg/m3 and a specific heat capacity cp of 4000 J/kg/K and313

a very shallow mixed layer depth h of 20 m shows that the order of magnitude of heating due to314

this excess is 0.03oC. The surface solar radiation bias, hence, cannot explain the warm SST bias,315

which is larger by almost two orders of magnitude. This conclusion is consistent with those of316

other studies using EC-Earth (Exarchou et al. 2017; Voldoire et al. 2019; Deppenmeier et al. under317

review at Climate Dynamics).318

1) ATMOSPHERIC SENSITIVITY EXPERIMENTS319

Even though the difference in surface shortwave radiation is small, feedbacks involving in it320

could still influence the SST bias. To test this hypothesis, we perform a coupled simulation in321

which the ocean receives observed shortwave radiation, instead of the one calculated by the atmo-322

spheric component (Experiment “Shortwave”). Consistent with the conclusion from the shortwave323

radiation analysis, the SST bias in this simulation does not reduce. The SST evolution is hardly324
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influenced during the time of the simulation (Fig. 8, green line). This solidifies the notion that325

surface shortwave radiation is not the main origin of the warm SST bias in the southeastern part326

of the cold tongue.327

In Section a, we have seen that the near surface atmosphere in the SCM is warm and wet biased.328

Both these biases could be a cause or consequence of the warm SST bias. To determine the329

impact of atmospheric biases on the SST bias, we investigate sensitivity experiments in which the330

atmosphere is unbiased (with respect to ERA-interim). In this experiment, “Atm ERA”, the SST331

bias reduces from 1.25 oC to 0.69 oC. The observed cooling now matches for approximately 10332

days of the simulation (Fig. 8, red line). After that, the steep observed cooling can, again, not be333

reproduced by the model.334

The reduction of SST bias is notable, however, and we investigate the cause further. A possible335

reason for the warm SST bias originating in the atmosphere is reduced forcing of the ocean due to336

underestimated winds. This theory has recently been supported by Xu et al. (2014b) and Voldoire337

et al. (2019). We test the influence of wind biases on the SST bias in experiment “U,V ERA”. The338

wind forcing hardly impacts the simulation (Fig. 8, purple line). The SST RMSE decreases only339

by 0.05 oC. Voldoire et al. (2019) show EC-Earth to be the least sensitive CGCM to the wind stress340

replacement. This is due to the small wind stress bias in the model compared to ERA-Interim. In341

the SCM, the wind stress bias is also small. As a consequence, wind stress nudging mostly changes342

the direction of the wind, but does not enhance its amplitude (not shown). Because the wind bias343

is small to begin with, this experiment does not much impact the surface flux budget (Fig. 9, panel344

b), and hence has a very small impact on the RSME SST.345

The atmosphere furthermore exerts influence on the ocean surface via surface level temperature346

and moisture, which impact the surface flux budget. It has recently been suggested that atmo-347

spheric moisture is a major cause for the warm SST bias (Hourdin et al. 2015). In the experiment348
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“T,Q ERA” we remove the model bias of temperature and moisture with respect to ERA-Interim.349

This experiment is able to almost reproduce the cooling of “Atm ERA”. The SST RMSE in this350

simulation is reduced to 0.69 oC.351

In both experiments in which moisture and temperature are adjusted an increase in turbulent sur-352

face fluxes drive the SST cooling by reducing the total surface flux going into the ocean (Fig. 9).353

The turbulent fluxes cool considerably more when atmospheric temperature and moisture are im-354

proved. The total surface flux in the sensitivity experiments with the latter variables from ERA-355

Interim even changes signal, and now cools the ocean rather than warming it, as in the control.356

We have demonstrated the impact of the (near surface) atmosphere conditions as well as short-357

wave radiation on the SCM SST bias. While shortwave radiation is modeled accurately at the358

location of the buoy, the warm and moist near surface air bias contribute to the warm SST bias.359

In bias-reduced atmosphere simulations it is possible to reduce the SST RMSE from 1.25 oC to360

0.69 oC. This is a considerable reduction, but a sizeable SST bias remains, even if the atmosphere361

is unbiased. The origin of the remaining bias lies in the ocean interior. Hence, in the following362

section, we will turn our attention to the ocean.363

c. Ocean model364

Entrainment of cold water by turbulent vertical mixing plays a large role in the tropical up-365

per ocean heat budget (Foltz et al. 2003; Moum et al. 2013; Hummels et al. 2014; Scannell and366

McPhaden 2018). If this process is underrepresented, due to, for example, inadequate parameter-367

ization, it can lead to warm SST biases. Too little cold water could be entrained into the shallow368

mixed layer from below, leading too insufficient cooling. In this section we examine influences on369

vertical turbulent mixing in the upper ocean and their effect on the SST.370
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The TKE scheme, as described in Section a, adds the contributions to the available TKE, and371

then infers the turbulent mixing coefficients, which determine mixing in the ocean column. The372

first source term of TKE is the Langmuir Cell parameterization.373

1) LANGMUIR CIRCULATION374

Langmuir circulation is dependent on wind input at the surface, and the stability of the ocean375

column. Langmuir circulation can be an important contribution to entrainment by cool water at376

the bottom of the mixed layer (Skyllingstad and Denbo 1995). They appear generally above wind377

speeds of 3 m/s (Talley 2011), which is frequently crossed in our simulations (not shown). The378

strength of the parametrised circulation is dependent on the coefficient CLC, which has been set to379

0.15 by Axell (2002). Its value can be increased, but the recommendation is to keep it below 0.54.380

Here, we test the whole parameter space between the two values.381

Overall, there is a slight decrease in SST RMSE with increasing Langmuir coefficient (Fig. 10,382

green markers). It is notable, however, that the RMSEs between values of CLC = 0.15 and 0.45383

are noisy, rather than showing a clear tendency. SST RMSE only decreases more consistently at384

values larger than 0.45. From the shape of the curve no clear recommendation can be made for the385

value of CLC, though higher values might be preferred, rather than the very low default value.386

2) VERTICAL MIXING EFFICIENCY387

Next, we test the response to increasing the vertical mixing efficiency in the TKE scheme. The388

vertical mixing coefficients Avt and Avm depend on Cdi f f that represents the ocean mixing effi-389

ciency (Equations 17, 18, and 19). This factor is loosely constrained by measurements, but can390

assume values between 0.035 and 0.28. Here, we test the parameter space in the same manner as391

in Section 1.392
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The SST RMSE is very sensitive to the value of Cdi f f (Fig. 10, blue markers). At the default393

value Cdi f f = 0.1, the RMS SST bias has a value of 1.25 oC. At lower values, i.e., at less efficient394

mixing, the bias is even larger (up to 1.87oC at lowest Cdi f f = 0.035), growing with decreasing395

Cdi f f . SST RMSE values decrease rapidly with increasing Cdi f f . The minimum bias is reached396

at Cdi f f = 0.23, the bias then amounts to only 0.32oC. This is a reduction of 74% of the default397

bias. Between values of 0.2 and 0.25 for Cdi f f , the bias is relatively stable and very low. When398

Ci f f is increased further, the SST RMSE increases again. This is due to the model sea surface then399

becoming too cold, leading to a cold bias with respect to observations.400

At the optimal value for Cdi f f , model SST follow observations well (Fig. 11, purple line). En-401

hancing turbulent vertical mixing in the ocean column within the physically plausible range can402

reduce the SST bias to approximately a quarter of its original amplitude. The parameter change in403

Cdi f f enhances the turbulent heat flux (THF) across the mixed layer from 10.3 W/m2 to 21.5 W/m2
404

(estimated from ∂T
∂ t = Qnet +

T HF
ρ·cp·h , with ρ = 1024 kg/m3, cp = 4000 J/kg/K, and the mean diag-405

nostic mixed layer depth h = 25). This is in good agreement with values reported in the literature406

by Foltz et al. (2018) and Scannell and McPhaden (2018).407

In the ocean column, the warm top layer formation is reduced with the optimal Cdi f f as compared408

to the control (Fig. 12, bottom row), but not entirely removed. The diurnal cycle remains too strong409

compared to observations (as is also evident from SST (Fig. 11)). Short timescale subsurface410

temperature variability as observed in PIRATA data (Fig. 4) is not present in the model, despite411

the increased vertical mixing activity.412

Consistent with the cooler SST, near surface atmospheric temperatures are also decreased. How-413

ever, higher up the atmosphere strongly warms as compared to the control (Fig. 12, centre row).414

The atmosphere was warmer than ERA-Interim to begin with (Fig. 4), hence, this is a degradation415

of model performance. The overestimation of near surface moisture is increased near the surface,416
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and aloft a dry region forms that is not observed in ERA-Interim. These atmospheric changes417

consistently occur in an AMIP type simulation forced with observed SST (not shown). They are418

hence intrinsic to the atmospheric component of the coupled model, which is not the focus of the419

current study. Further investigation of this behaviour might be the focus of an atmospheric study.420

Surface fluxes along the Cdi f f sweep decrease (Fig. 13). The higher Cdi f f , the cooler the sea421

surface, and, as a consequence, both the turbulent fluxes and the longwave radiation flux decrease.422

Shortwave radiation also decreases, though it is more complicated to place this decrease. Cooler423

surface temperatures might lead to more stratocumulus cloud cover due to increased boundary424

layer stability, but the response of clouds to the SST is very noisy. The dominant cloud type in425

the simulations are shallow convection cumulus, which react strongly to perturbations of SST in426

AMIP type runs due to their chaotic nature (not shown). Considering that shortwave radiation is427

not overstimated in the control (Fig. 7), the reduced shortwave radiation with increased Cdi f f is428

not a model improvement. However, it positively influences the SST bias.429

3) VERTICAL MIXING EFFICIENCY IN CHANGED SETTING430

We have demonstrated the beneficial effect of increasing the vertical ocean mixing on reducing431

RMSE SST. Setting Cdi f f to a value twice as large as the default value, but still within the plausible432

physical range, results in a realistic simulation of SST. We have also demonstrated beneficial433

impact of correctly modelled near surface temperature and moisture in the atmosphere. We wonder434

whether already improved simulations, as “Atm ERA”, are less sensitive to the value of Cdi f f .435

Therefore, we perform another set of parameter sweeps along the values of Cdi f f for the nudged436

atmosphere experiment, and additionally for the shortwave forcing experiment.437

Fig. 14 shows SST RMSE depending on the value of Cdi f f . The RMSEs have been fitted with a438

cubic function, stars mark minimum values on the curve. All three sweeps reach a minimum in the439
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Cdi f f range between 0.2 and 0.25, and the RMSE at their respective ideal Cdi f f are very similar.440

The lowest RMSE value is obtained when the atmosphere is nudged to the surface (Fig. 14, red).441

This suite is also least dependent on the value of Cdi f f , as is indicated by the relatively flat curve.442

Since the sea surface is already beneficially influenced by cooler near surface temperatures in the443

atmosphere, the SST bias does not reach values as high as in the control.444

All three curves, whether it is the coupled simulation, the atmosphere nudged to the reanalysis445

state, or the shortwave radiation used from observations, reach their minimum around the same446

value of Cdi f f , between 0.20 and 0.25 (Fig. 14). The SST biases obtained at these Cdi f f values447

are very small; meaning that the summertime SST cooling is well represented. This highlights448

the dominant effect of the vertical turbulent mixing on the ocean cooling. When there is enough449

vertical mixing, other factors, such as an improved atmosphere, does not much improve the simu-450

lation anymore. This result is hence a very strong indication of the importance of vertical turublent451

mixing, and implies that the value for Cdi f f should be increased in three dimensional simulation.452

Although the mean bias reduces, the intermittency of the ocean is not captured.453

4) STRATIFICATION454

We have established in Section a that modelled SST as well as the upper 10m of the ocean455

column display a stronger daily cycle than observed (Figures 4 and 8). This warm top layer456

artifically stabilises the ocean column. Ocean stability enters the TKE scheme in the form of the457

Brunt-Väisälä frequency N2 with a negative sign (Eq. 14). Increased stratification reduces the TKE458

available to create vertical ocean mixing. Furthermore, the stability enters into the calculation of459

the mixing length lmix (Eq. 16, and lmix = ldiss). When ē decreases due to large N2, lmix decreases.460

Additionally, lmix ∝
1
N , the mixing length decreases even more. lmix enters into the calculation of461
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the turbulent eddy coefficients via Eqs. 17 and 18. All of these effects cause vertical ocean mixing462

to decrease with increasing stratification.463

Here, we test the effect of stratification on the ocean vertical mixing and on the SST bias. We464

replace model temperature and salinity with those from high temporal resolution PIRATA obser-465

vations, which are less stratified. As a result, turbulent vertical mixing is increased (not shown).466

The enhanced mixing leads to a considerable reduction of the SST RMSE from 1.25 oC in the467

control to 0.89 oC in N2
PIR. The SST bias is decreased by almost a third. This highlights the im-468

pact stratification asserts on ocean vertical mixing. In the SCM, a positive feedback loop involving469

stratification and vertical mixing likely grows the SST bias. Vertical mixing is insufficiently strong470

in the beginning, which leads to increased stratification. The ocean stability in turn reduces the471

TKE, which further decreases vertical mixing.472

In the sensitivity experiment, Avt is less intermittent in the upper 5 m than in the control simu-473

lation (not shown). The continuously active mixing also occasionally penetrates the upper 10 m474

of the column, and towards the end of the simulation (day 25) displays very short term, but strong475

bursts in the upper 20 m. The effect of the enhanced mixing activity on SST is large (Fig. 11,476

green line). Especially after day 25, when ”deeper” mixing bursts first occur, the sea surface cools477

considerably more than in the control simulation.478

It should be noted that the temperature and salinity fields used in this experiment contain high479

frequency variability, for example from internal waves. The TKE parameterization includes a480

term for turbulence production by internal waves (see last term of Equation 14). This could lead to481

double counting of this specific term on the one hand, and on the other hand some high frequency482

variability from internal waves might be present in the 3D model that is absent in the SCM.483
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5. Discussion and Summary484

In this study, we use a coupled ocean atmosphere SCM to investigate the warm SST bias in485

the tropical Atlantic Ocean. Such a bias establishes rapidly in three dimensional coupled global486

circulation models throughout boreal summer. The warm bias is typically large in the southeast487

tropical Atlantic and occurs in most CGCMs.488

We place the SCM at a PIRATA mooring location in the southeastern tropical Atlantic. This489

enables us to compare the model simulation to in-situ point observations. For the average of the490

five years in which high temporal resolution buoy data are available, the SCM version of EC-Earth491

performs well in the first five days of the simulation. It then produces a SST bias very similar to492

that in the three dimensional version of the model, the RMSE of the bias is 1.25oC. This makes493

the SCM a useful tool to investigate the origin of the bias and test possible ways to alleviate it.494

For the case of 2014 we eliminate solar surface radiation as the main cause of the warm SST495

bias. This is in line with other studies (Exarchou et al. 2017; Voldoire et al. 2019; Deppenmeier496

et al. under review at Climate Dynamics). Forcing the ocean with observed surface shortwave497

radiation does not improve simulation of the SST. Note that the location in this study coincides498

with the trade cumulus region. Further southeast, radiation may contribute to, or even be a main499

cause of model biases. Near surface temperature and moisture in the atmosphere, however, assert500

a considerable influence on simulated SSTs (producing an RMSE of 0.70oC, a reduction of 44 %).501

Nudging winds to ERA-Interim profiles, on the other hand, hardly affects the SST. This is to be502

expected for EC-Earth, which has a relatively small wind bias (Voldoire et al. 2014).503

While correcting the atmosphere improves the SST simulation, a sizable bias remains. We show504

that the bias can be reduced to a quarter of its original size by making physical changes in the505

ocean model alone. We increase the factor with which TKE is transformed to turbulence within its506
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physical range by setting the vertical mixing efficiency coefficient Cdi f f from its default value 0.1507

to its optimal value 0.23. This reduces the SST bias to 0.34oC, the largest reduction we are able to508

achieve with any sensitivity experiment. Using the optimal value for Cdi f f also improves the verti-509

cal ocean profile. A very stable and warm upper bias, visible in the control simulation, is reduced.510

However, the intermittency in observations is not captured, even in the experiments with highest511

mixing efficiency parameters. The large improvement of the ocean simulation with increased ver-512

tical mixing hints to vertical mixing being an underrepresented process in the SCM. Similarly, it513

is likely underestimated in the CGCMs, which use the same vertical mixing parameterization. It514

is, however, possible that part of the insufficient mixing in the SCM stems from neglecting remote515

forcing and equatorial/coastal wave propagation. Furthermore, mixing induced by shear variabil-516

ity deeper than the wind driven shear might be underestimated in the current setup of the SCM in517

comparison the 3D model. Therefore, the ideal value in the SCM is not necessarily the idea value518

for a CGCM. We recommend research aimed at improving vertical mixing parameterizations for519

other locations than the one explored here, as well as the impact of horizontal currents.520

We test the influence of the Langmuir circulation coefficient. The model sensitivity to this521

parameter is much smaller than that to Cdi f f , and there is no clear optimal value for CLC.522

Furthermore, calculating vertical eddy coefficients with the correctly stratified profiles reduces523

the SST bias to 0.89oC. Upper ocean mixing is increased with the correct profiles, which reduces524

the SST bias. The artifical stable stratification in the control simulation leads to decreased mixing,525

which in turn leads to more stable stratification. This is a positive feedback that worsens the bias.526

Most likely, initial ocean vertical mixing is too low in the model, which then leads to the artificially527

stable column. This could hence be alleviated with an increase in the mixing efficiency.528

In further experiments, we have also tested the maximum solar penetration depth, which has529

recently been suggested to assert large influence on SST (Exarchou et al. 2017). In this study,530
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however, we find no reduction of the bias by increasing the depth from 23 m to either 30 m or531

50 m.532

In this study, we demonstrate that both the atmosphere and the ocean contribute to the warm533

SST bias in the southeastern tropical Atlantic. We show that the bias can be considerably reduced534

by enhancing the vertical ocean mixing efficiency within its physically plausible range. The cli-535

mate sensitivity to the ocean vertical mixing parameterization in the fully coupled global model536

EC-Earth is tested in a separate study (Deppenmeier et al. under review), where impacts on the537

atmospheric circulation and projected climate change are shown. More observations to better con-538

strain the parameter Cdi f f are desirable, so that it can be confirmed whether the larger value is539

indeed more appropriate for modeling ocean vertical mixing.540
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Experiment Description RMSE SST RMSE SSR

Control Coupled SCM, atmosphere driven by T,Q,U, and V
advection from ERA-Interim, and relaxed above 3 km
with τa = 6 hours.

1.25 oC 103 W/m2

Shortwave Coupled SCM, ocean forced with shortwave radiation
from PIRATA buoy observation.

1.33 oC 0 W/m2

Atm ERA Horizontal wind components U,V and T and Q pro-
files from ERA-Interim nudged down to the surface.

0.70 oC 94 W/m2

U,V ERA Horizontal wind components U,V from ERA-Interim
nudged down to the surface, T and Q atmospheric pro-
files from control simulation.

1.28oC 101 W/m2

T,Q ERA T and Q profiles from ERA-Interim nudged down to
the surface, U and V from control simulation.

0.69 oC 95 W/m2

CLC sweep Coupled SCM in different configurations as described
above, with varying Langmuir coefficient.

0.83 oC * 96 W/m2 *

Cdi f f sweep As CLC sweep, but with varying coefficient Cdi f f for
turbulent coefficient Avt calculation.

0.34 oC * 102 W/m2 *

N2
PIR Coupled SCM, but turbulent coefficients are calcu-

lated from PIRATA temperature and salinity profiles
from buoy data.

0.89 oC 97 W/m2

TABLE 1. Sensitivity experiments performed with the coupled SCM, and their overall root mean square SST

and surface shortwave radiation (SSR) biases with respect to PIRATA observation. The upper part of the table

lists experiments with changes in the atmosphere, while the lower part of the table lists experiments with changes

in the ocean. All experiments are performed for the period of June 1st – 30th in 2014. * For the sweeps we note

the minimum RMSE at optimal parameter value.

695

696

697

698

699

35

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0608.1.



LIST OF FIGURES700

Fig. 1. Seasonal cycle of surface temperatures in the tropical Atlantic from ERA-Interim reanalysis701

data (Dee et al. 2011) (1979-2013) (panel a). The star marks the location of the buoy we use702

in this study, at 8oE, 6oS. It is part of the PIRATA array (Servain et al. 1998; Bourlès et al.703

2008). Panel b shows the seasonal cycle of SST from buoy data, averaged from daily data704

over the years 2014-2018, and for the coupled global version of EC-Earth. . . . . . . 38705

Fig. 2. Schematic of the coupled ocean atmosphere SCM version of EC-Earth used in this study.706

We force the atmosphere with temperature, moisture, and momentum advection. At the707

interface between the atmosphere and the ocean the model components exchange fluxes,708

among which the turbulent (latent and sensible heatflux, LH+SH) and radiative heat fluxes709

(shortwave (SW) and longwave (LW)) indicated with arrows. The ocean further receives710

momentum forcing from the atmosphere (τ), and mass fluxes (not indicated). In the ocean711

column, vertical mixing is the only parameterized process solved for with the TKE scheme712

(MixTKE). . . . . . . . . . . . . . . . . . . . . . . . 39713

Fig. 3. Average SST at the buoy location at 6oSouth, 8oEast in June for the years 2014-2018. . . . 40714

Fig. 4. June 2014 atmosphere specific humidity (top row), atmospheric temperature (centre row)715

and ocean temperature (bottom row) at the buoy location at 6oSouth, 8oEast in June, atmo-716

spheric data from ERA-Interim and ocean temperature from PIRATA data, and as modelled717

by the SCM (control). Ticks on the right hand sides of the bottom row indicate levels at718

which ocean data is available. Atmospheric data is available on the same model level heights719

for ERA-Interim and the SCM. . . . . . . . . . . . . . . . . . . 41720

Fig. 5. Control simulation (June 2014) surface fluxes, net shortwave (red, SW), net longwave (blue,721

LW), and the turbulent fluxes latent heat and sensible heat combined (green, LH + SH). Of722

the latter, latent heat is the much larger contribution. The sum of the surface fluxes is shown723

in black (TOT). . . . . . . . . . . . . . . . . . . . . . . 42724

Fig. 6. Downward shortwave radiation from the PIRATA buoy and from the SCM control run, at725

2 minute and 15 minute temporal resolution, respectively. . . . . . . . . . . . 43726

Fig. 7. Daily integrals of the downwards shortwave radiation flux during June from the PIRATA727

buoy, from data received at 2 minute intervals, and interpolated to model timestep resolution728

of 15 minutes, and from the SCM control run. . . . . . . . . . . . . . . 44729

Fig. 8. SST as simulated by the various atmospheric experiments described in the upper part of730

Table 1. The black line shows observed SST for comparison. . . . . . . . . . . 45731

Fig. 9. Panel a) shows surface fluxes as in Fig. 5, net surface shortwave radiation in red, net surface732

longwave in blue, turbulent fluxes in green, and total sum of fluxes in black. The control733

experiments is depicted in solid faded lines, Atm ERA in dashed lines, T,Q ERA in dotted734

lines, and U,V ERA in dashed-dotted lines. Panel b) shows the relative change of integrated735

surface fluxes with respect to the control experiment, in percent. Colours as in panel a).736

Note that due to the sign convention an increase in turbulent as well as longwave radiative737

flux translates to an increased in cooling. . . . . . . . . . . . . . . . 46738

Fig. 10. Root mean square SST errors in the parameter sweeps for CLC and Cdi f f . . . . . . . 47739

Fig. 11. SST as simulated by the various oceanic experiments described in the lower part of Table 1.740

The black line shows observed SST for comparison. . . . . . . . . . . . . 48741

36

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0608.1.



Fig. 12. Atmospheric moisture (upper row), temperature (centre row), and upper ocean temperature742

(bottom row) in the control experiment and at ideal Cdi f f . . . . . . . . . . . . 49743

Fig. 13. Integrated surface fluxes over the time of the simulations in the Cdi f f sweep. Turbulent744

components latent and sensible heat fluxes are combined in green, the radiative components745

shortwave and longwave are in red and blue, respectively. . . . . . . . . . . . 50746

Fig. 14. Root mean square SST errors in the parameter sweeps for Cdi f f , with cubic fits. Stars mark747

the minimum SST RMSE on the fit. . . . . . . . . . . . . . . . . 51748

37

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0608.1.



FIG. 1. Seasonal cycle of surface temperatures in the tropical Atlantic from ERA-Interim reanalysis data (Dee

et al. 2011) (1979-2013) (panel a). The star marks the location of the buoy we use in this study, at 8oE, 6oS.

It is part of the PIRATA array (Servain et al. 1998; Bourlès et al. 2008). Panel b shows the seasonal cycle of

SST from buoy data, averaged from daily data over the years 2014-2018, and for the coupled global version of

EC-Earth.
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FIG. 2. Schematic of the coupled ocean atmosphere SCM version of EC-Earth used in this study. We force

the atmosphere with temperature, moisture, and momentum advection. At the interface between the atmosphere

and the ocean the model components exchange fluxes, among which the turbulent (latent and sensible heatflux,

LH+SH) and radiative heat fluxes (shortwave (SW) and longwave (LW)) indicated with arrows. The ocean

further receives momentum forcing from the atmosphere (τ), and mass fluxes (not indicated). In the ocean

column, vertical mixing is the only parameterized process solved for with the TKE scheme (MixTKE).
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FIG. 3. Average SST at the buoy location at 6oSouth, 8oEast in June for the years 2014-2018.
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FIG. 4. June 2014 atmosphere specific humidity (top row), atmospheric temperature (centre row) and ocean

temperature (bottom row) at the buoy location at 6oSouth, 8oEast in June, atmospheric data from ERA-Interim

and ocean temperature from PIRATA data, and as modelled by the SCM (control). Ticks on the right hand sides

of the bottom row indicate levels at which ocean data is available. Atmospheric data is available on the same

model level heights for ERA-Interim and the SCM.
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FIG. 5. Control simulation (June 2014) surface fluxes, net shortwave (red, SW), net longwave (blue, LW),

and the turbulent fluxes latent heat and sensible heat combined (green, LH + SH). Of the latter, latent heat is the

much larger contribution. The sum of the surface fluxes is shown in black (TOT).
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FIG. 6. Downward shortwave radiation from the PIRATA buoy and from the SCM control run, at 2 minute

and 15 minute temporal resolution, respectively.
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FIG. 7. Daily integrals of the downwards shortwave radiation flux during June from the PIRATA buoy, from

data received at 2 minute intervals, and interpolated to model timestep resolution of 15 minutes, and from the

SCM control run.

770

771

772

44

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0608.1.



FIG. 8. SST as simulated by the various atmospheric experiments described in the upper part of Table 1. The

black line shows observed SST for comparison.
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FIG. 9. Panel a) shows surface fluxes as in Fig. 5, net surface shortwave radiation in red, net surface longwave

in blue, turbulent fluxes in green, and total sum of fluxes in black. The control experiments is depicted in solid

faded lines, Atm ERA in dashed lines, T,Q ERA in dotted lines, and U,V ERA in dashed-dotted lines. Panel b)

shows the relative change of integrated surface fluxes with respect to the control experiment, in percent. Colours

as in panel a). Note that due to the sign convention an increase in turbulent as well as longwave radiative flux

translates to an increased in cooling.
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FIG. 10. Root mean square SST errors in the parameter sweeps for CLC and Cdi f f .
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FIG. 11. SST as simulated by the various oceanic experiments described in the lower part of Table 1. The

black line shows observed SST for comparison.
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FIG. 12. Atmospheric moisture (upper row), temperature (centre row), and upper ocean temperature (bottom

row) in the control experiment and at ideal Cdi f f .
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FIG. 13. Integrated surface fluxes over the time of the simulations in the Cdi f f sweep. Turbulent components

latent and sensible heat fluxes are combined in green, the radiative components shortwave and longwave are in

red and blue, respectively.
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FIG. 14. Root mean square SST errors in the parameter sweeps for Cdi f f , with cubic fits. Stars mark the

minimum SST RMSE on the fit.
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